4541.762

. )

A TA: (cicero at vplab.snu.ac.kr)
A Grading
A Class presentation & attendance: 30 %
A Exam: 30%
A Term Project; 40%

A All Information on the course will be
available
A http://vplab.snu.ac.kr/lectures/09 -2/graphics




i Syllabus

10.

11.

12.

13.

14.

15.

16.

17.

18.

Introduction to GPU
Rendering Pipeline

GPU Architecture Overview|GPU Architecture Overview (SIGGRAPH 2007).pdf, CUDAook.pdf]
Direct3D 9 and Shader Model 3 Part | [Direct3D 9 tutorial, DX9 Lecture Node 1, 2]

Direct3D 9 and Shader Model 3 Part Il [Direct3D 9 tutorial, DX9 Lecture Node 3~5]
Direct3D 10 and Shader Model 4[Introduction to Direct3D 10 (SIGGRAPH 07 Course).pdf]
Introduction to Parallel Programming [ Introduction to Parallel Programming Model (SIGGRAPH 2009).pdf]
High Level Language for GPU[High Level Languages for GPU.pdf]
Introduction to CUDA
Introduction to CUDA [Introduction to CUDA (NVIDIA).pdf]|
CUDA BasicSCUDA Basics (NVIDIA).pdf]
Optimizing CUDA[Optimizing CUDA (NVIDIA).pdf]
App : Volume Rendering [VR Lecture notes]|
App : Deformable Body Physics Simulation|Deformable Body Physics Simulation.pdf]
App : Marching Cubes[High-speed Marching Cubes using Histogram Pyramids.pdf]
App : Image Convolution [Image Convolution with CUDA (NVIDIA).pdf]
App : Edge Detection [Canny Edge Detection on NVIDIA CUDA (IEEE CVPRW 08).pdf]
App : Wavelet Transform [Discrete Wavelet Transform on GPU.pdf]
App : Image Denoising [Image Denoising (NVIDIA).pdf]
App : Image Registration [Accelerated Image Registration with CUDA.pdf]
App : Graph Cut [CudaCuts Fast Graph Cuts on the GPU (IEEE CVPRW 08).pdf]



i Graphics Hardware

Graphics Processing Ur

A Subsidiary hardware
A Independent to the main processing unit, i.e. CPU

A With massively multi-threaded many-core
A Hundreds of cores, thousands of concurrent threads

A Dedicated to 2D and 3D graphics
A Special purpose- low functionality, high performance
A H/W accelerated graphics operation



Graphics Hardware

A CPUs are optimized for high performance on
sequential code
A Branch prediction, out-of-order execution

A GPUs are optimized for highly dataparallel nature of
graphics computation
A Plentiful SIMD instructions
A Extremely fast for SIMD operations

A Model for threading
A CPU- Coarse, heavyweight
A GPU- Fine, extremely lightweight



GPU In (relatively) Modern PCs

Simultaneous upstream
and downstream
transfers

North =
Bridge /gyl

‘V:F' \i ...'A,:_‘-“
P

South

1394/USB Bridge

Port

Hard Drive

HD Video Camera



i AGP/PCI Express Bus

A AGP bus
A IX/2Xx/14x/8x
A 2133MB/s bandwidth with AGP 8x

A Asymmetric bandwidth
» CPUA GPU download : almost 2GB/s on AGP 8x
» GPUA CPUreadback: <1/10 of download

A PCI Express
A 1x ~ 32X : just # of lanes
A Symmetric bandwidth for download/ readback
A 1.1:0.25GB/s/lane for one direction (4GB/s for 16x)
A 2.0:0.5GB/s/lane
A 3.0 (in progress) : 0.8GB/s/lane (?)



i Comyputational Powerof GPU

A GPUs are fasé

A Intel Core i7 965 Extreme Edition
. 70 GFlops, 24GB/sec peak memory bandwidth

A GeForce GTX 285
: 1062 GFlops, 160 GB/sec peak memory bandwidth

A GPUs are getting faster

A CPUs: annual growth; 1.5¢€
A decade growth : 60¢e

A GPUs: annual growth> 2.0é

Peak GFLOP/s

A decade growth > 1000 | e




Looking Ahead: Now + 10 years

CPU Frequency (GHz)
=== Bus Bandwidth (GB/sec)
=== Pixel Fill Rate (MPixels/sec)
100000 - Vertex Rate (MVerts/sec)
=== Graphics flops (GFlops/sec)
10000 - Graphics Bandwidth (GB/sec)

1000000 -

1000 -

100 -




Performance 1994-2014

CPU Frequency (GHz)

Memory Frequency (GHz)

Bus Bandwidth (GB/sec)

Hard Disk Size (GB)

Pixel Fill Rate
(MPixels/sec)

Vertex Rate (MVerts/sec)

Graphics Flops
(GFlops/sec)

Graphics Bandwidth
(GB/sec)

Frame Buffer Size (MB)




i Whys GPUs:is:Trendy

A A massively parallel architecture

A Modern GPUs are deeply programmable
A Programmable pixel, vertex, and geometry engines
A Solid high-level language support

AModern GPUs support nreal o
A 32-bit floating point throughout the pipeline
A Integer type and operations
A Some expensive hardwares support double precision real
number manipulation

A Incredibly fast speed of on-board memory and bus



Whys GPU'issTrendy

>

A

p

>

A

Dedicated instructions for graphical tasks

A Vector operations on 4 floats that are as fast as scalar
operations (intrinsic parallel processing)

A Useful for graphics dvectors, matrices, textures

Extremely fast filtering

A Linear and some anisotropic interpolation is implemented In
wired logic

Flexibility and programmability is getting better rapidly

Ap GPGPU :GeneratPurpose computation on GPU



i Limitations: H/W restrictions

A Restriction of on-board memory size
A upto 4GB, usually<1GB

ALi mited bandwi dt h f o rof-bdoaa rac
area, bound to I/O bus interface (e.g. AGP, PClee )
A CPU and main memory
A Other GPUs on same system

A Insufficient support for flexible memory manipulation

A Memory fragmentation is one major problem on applications
with frequent memory allocation/ deallocation

A Latest hardwares supports virtual memory and dynamic
memory management, but still crude and implicit

A Programmability still restricted in a number of ways
A limited branch divergence, such as loops or conditional clauses



Limitations:

>

A

g

>

Difficult to use

GPUs designed for & driven by video games
A Programming model unusual
A Programming idioms tied to computer graphics
A Programming environment tightly constrained

Underlying architectures are:

A Inherently data parallel

A Rapidly evolving (even in basic feature set!)
A Largely secret

Canot
A Good

SI mply

news.

I t 6s

getting

Aporto CPU co

bett e



i Limitations: o Matt er of

A H/W side: Vendor Wars

A Semantically same function is implemented by different methods in
Internal architectures

A Vendors are reluctant to open internal architectures i /ABlackboxo
A Even exact cache size of consumer GPUs are not announced in public!

A API side: Too obsolete, Too fluctuating, or Too complex

A SGI OpenGL : Standardization process is too slow
A Most of new technologies are adopted as vendor-specific and non-standard
extensions
A Microsoft Direct3D : Fast adaptation to new technologies
A APIs are totally revised on each version upgrades

A GPGPU languages
AGener al devel opers are confused by th
A Parallel developers are confused byunfamilliar implementation and limitations
A GPU developers are confused by new concepts for parallelism



i Summary

A GPU is a massively parallel architecture
A Many problems map well to GPU style computing
A GPUs have large amount of arithmetic capability
A Increasing amount of programmability in the pipeline

A Challenge:

A How do we make the best use of GPU hardware?
A New features
A Techniques, programming model s,

A Think in parallel



i Brief History of Consumer GPU

A Co-unit for Lighting and Rasterization
A T&L acceleration
A Shader Assembly

Fixed Pipeline Era

A Cg/HLSL Programmable Shader Era
A Dynamic branching

A Unified Shader -
A GPU Wrapper APIs for GP programming
A NVIDIA CUDA

] GPGPU era




i Traditional Graphics Pipeline

1

Vertices imiti Shaded :
Primitives Fragments Fragments Pixels




i Lighting and Rasterization

A Most time consuming part on early CG era
A Few polygons (<1Kk)
A Many rasterized pixels (100k ~ 1M)

A Lighting function is heavy computational
A Many float vector operations
A Interpolation and texture mapping

A API for consumer 3D graphics
A DirectX 3 (1996) Final Fantasy VIl (1997)
A H/Ws to accelerate6 pi xel 6 processing
A 3Dfx Voodoo (1996) - No VGA
A 3DLabsPermedia (1996) - H/W support for OpenGL AP
A NVIDIA Riva (1997)

AbVertexd processed on CPU




i Transformation & Lighting

A Hardware accelerated vertex processing
A Vertex data stored in graphics memory
A Microsoft Direct3D 7 (1999)
A NVIDIA GeForce256 (1999)

T T T,

'!¢
!

Quake Il Arena (1999)



Programmable Shader

Fixed pipeline acceleration H/W is inflxible

A Fixed vertex transformation with WVP matrix

A Fi xed shading algorithms, filt
A Demand for high quality rendering explodes!

A Complicated texture mapping and filtering methods

A Various light sources and finer shading method
A Special effects such as refl ec

A Influenced by the success of
Pixar's RenderMan technology ", it




i Programmable Shader

A Shaders : more flexibility
A Vertex shaders allow the manipulation of vertex data
A Pixel shaders allow the manipulation of pixel data

Triangles

Display



Programmable Graphics Pipeline
(early age)

A Application
A Scene Management
A Vertices / Tessellation

A Vertex operations

A Transform & Lighting (T&L)
A Culling, Clipping

A Pixel operations
A Triangle Setup and rasterization

A Shading, multi texturing

A Fog, Alpha Test, Depth buffering, Antialising
A Display p >
D A vertex shader operates on one vertex at a time.
A vertex shader cannot add vertices

A pixel shader operates on one pixel at a time

A pixel shader cannot add pixels




i Shader Assembly

A The first programmable shader model on PC
A Microsoft Direct3D 8.1 (2000)
A NVIDIA GeForce 3 and ATl Radeon 8500 (2001)

A Mnemonic language correspond with machine
language for programmable shader H/W

Vertex Data Registers i Constant
Color Registers Registers
[vo | [ o]
Temporary Registers @ Address Register Texture @
@ Registers
ps 10-13 19 )
<}:| <:I{ “onstant Registers I::> '::> P'xiES ader <::'
e & [
: Texture Ps10-13
Addressing ﬁ @
..... o5
£ Qutput/Temporary
Output Registers Registers

Vertex Shader 1.1 Pixel Shader 1.4



